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Reinforcement learning (RL) is a powerful machine learning technique that has been successfully applied to a wide
variety of problems. However, it can be unpredictable and produce suboptimal results in complicated learning environ-
ments. This is especially true when multiple agents learn simultaneously, which creates a complex system that is often
analytically intractable. Our work considers the fundamental framework of Q-learning in Public Goods Games, where
RL individuals must work together to achieve a common goal. This setting allows us to study the tragedy of the com-
mons and free rider effects in AI cooperation, an emerging field with potential to resolve challenging obstacles to the
wider application of artificial intelligence. While this social dilemma has been mainly investigated through traditional
and evolutionary game theory, our approach bridges the gap between these two by studying agents with an intermediate
level of intelligence. Specifically, we consider the influence of learning parameters on cooperation levels in simulations
and a limiting system of differential equations, as well as the effect of evolutionary pressures on exploration rate in
both of these models. We find selection for higher and lower levels of exploration, as well as attracting values, and
a condition that separates these in a restricted class of games. Our work enhances the theoretical understanding of
evolutionary Q-learning, and extends our knowledge of the evolution of machine behavior in social dilemmas.

This study applies a powerful, widely used artificial intelli-
gence framework to a social dilemma to study the issue of
AI coordination. By using an evolutionary approach, we
expand the understanding of the complex dynamics that
this system exhibits.

I. INTRODUCTION:

The world has recently seen a surge of innovations powered
by advanced artificial intelligence technologies, such as Large
Language Models and self-driving cars, promising to funda-
mentally reshape many aspects of the world. As progress in
these continues, we will see such systems deployed more ex-
tensively throughout the world. Already this has created com-
plex systems of interacting agents with different goals and pat-
terns of behavior. Understanding the theoretical basis of these
systems will be crucial for successful implementations, and
require new approaches with interdisciplinary ideas1. In par-
ticular, a pressing open question is how to ensure models act
cooperatively while performing their given task well2. This is
related to the issue of aligning the incentives used in training
AI models with those of the broader society.

Reinforcement learning (RL) is one prominent framework
for AI that has been successfully applied to many challenging
problems due to its exceptionally general approach3. Whereas
many machine learning techniques have constraints on the
types of problems they can address, this approach can be ap-
plied to a wide variety of problems. The key idea behind rein-
forcement learning is simply that actions that have a positive
payoff will be repeated more, and those with a negative pay-
off will be repeated less4,5. This model has its basis in models
of animal psychology, but has since found a series of cutting-
edge applications due to its flexibility. Reinforcement learn-

ing has been applied to a wide variety of problems from tradi-
tional games like Go, to stock price predictions, the manage-
ment of energy systems, and controlling chaotic dynamics6–8.
This approach can be unpredictable, especially when mul-
tiple agents learn simultaneously, as this creates a dynamic
environment9–13. Such Multi-Agent Reinforcement Learning
(MARL) systems have likewise seen many applications such
as navigating groups of autonomous vehicles and distribut-
ing resources through communication systems14,15. This field
draws attention from researchers studying complex systems,
engineers seeking to improve algorithms, and policy makers
trying to manage these technologies effectively.

Recently, there has been growing interest in combining re-
inforcement learning with evolutionary algorithms, a simi-
larly general approach with simple motivation. Evolution-
ary algorithms use mutation and selection to solve complex
problems16–19. Reinforcement learning has a natural connec-
tion to this method, as learning in a single agents is equivalent
to evolutionary dynamics between the strategies that agent can
use with a particular form of mutation10,20. Thus evolution be-
tween agents themselves can be seen as a form of multi-level
selection, which has long been investigated by evolutionary
theorists. The majority of the work in this intersection focuses
on comparing and improving different algorithms, as opposed
to understanding its theory21–27. Consequently, a wide variety
of MARL architectures have been proposed, with studies de-
termining when each is optimal for various applications28–31.

Our work seeks to expand the theoretical understanding
of these evolutionary MARL systems, eventually allowing a
more principled approach to choosing or designing algorithms
for MARL. Specifically, we investigate the effect of selection
on a parameter governing the degree of exploration agents fol-
low, and how this depends on the game determining agent in-
teractions. Due to its relative analytic tractability, we focus
on one of the foundational reinforcement learning models, Q-
learning. We combine this with a variety of ideas from Evolu-
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tionary theory to study dynamics within this system. To inves-
tigate cooperative AI, we focus on the evolution of learning in
a classical social dilemma, the public goods game32,33. These
are a canonical example of conflicting incentives, the interests
of the self and those of the collective, and are suitably broad
to encompass a wide variety of scenarios.

Most prior work on evolution in social dilemmas have stud-
ied simple, often static, strategies34–37. This is extended to
more realistic agents in our work. Likewise, evolutionary
MARL generalizes techniques like particle swarm optimiza-
tion and simulated annealing to explore more efficiently38,39.
Previous study into reinforcement learning in social dilemmas
has mainly focused on the Prisoner’s Dilemma40–48. How-
ever this game is limited to interactions between two individ-
uals, as with most theoretical studies of MARL, limiting the
complexity that can be found but also reducing the potential
applicability of the findings. A few studies have considered
MARL in the public goods game, investigating the effect of
learning models and how to optimize cooperation49–52. The
majority look to use MARL to explain test subjects’ behav-
ior in experiments,53–59. Our study extends these preceding
works by revealing a rich variety of evolutionary dynamics
between learning agents in a group social dilemma.

II. MODEL

In this work, we expand the MARL framework to include
evolutionary dynamics between agents. Inspired by evolution-
ary game theory, we investigate the population dynamics in
a model where agents reproduce and die concurrently with
learning. We study this through extensive agent based simu-
lations of a stochastic model, and an evolutionary analysis of
a corresponding deterministic system of ordinary differential
equations.

Our model uses the foundational Q-learning algorithm to
perform reinforcement learning. In general, each agent keeps
a table of values for each possible state of the system and pos-
sible choice of action. These are updated according to

Q(st+1,at+1)=Q(st ,at)+α

[
rt−1 + γ max

a
Q(st+1,a)−Q(st ,at)

]
(1)

where st and at are the state / action at time t, α is the learning
rate that determines how quickly values are updated, rt−1 is
the reward received, and γ is the discount rate governing the
extent the agent cares about future rewards. In essence, this
generalizes the notion of keeping a weighted average of the
rewards for a particular action, and also considers the change
in state an action will cause. Actions can then be selected in a
variety of ways, we use the Boltzmann function to determine
policies, as it is better suited to mathematical analysis. With
this method, actions are selected at random proportionally to
the exponential of their payoff divided by a parameter T , the
“temperature” of the agent, which controls the exploration of
new strategies by the agent. As T approaches zero, only the
action with the highest Q-value will be selected, correspond-
ing to purely exploiting this best-known strategies. Tempera-
ture can vary with time or payoff relative to some aspiration

level, though it can also be a constant value. We focus on
stateless Q-learning, as the variable group composition makes
it challenging to specify meaningful states.

In this study, rewards are determined by the public goods
game. This is a natural setting for arbitrary numbers of agents
to interact, and has a long history of being used to under-
stand group social dilemmas like the tragedy of the commons
and free rider effects. Each agent, of a group of N, chooses
whether to pay a cost of one to contribute, or not contribute,
referred to as defection. The total contribution is then scaled
by a reward function f (x) and redistributed evenly. That is,
the payoff of individual j is

π j(c1, ...cN) =
1
N

f

(
N

∑
i=1

ci

)
− ci (2)

where ci is the contribution, zero or one, of individual i.
Classically, the reward function can be linear f (x) = rx with
1 < r < N, or contain more complicated nonlinear effects. For
this work, we include the division by N in the definition of
f (x) to more easily interpret it as the reward per individual,
simplifying comparison between values of N. We’ll represent
these functions at the possible discrete levels of contribution
with vectors [ f (0), f (1), f (2), f (3), ..., f (N)], since the inter-
mediate values cannot be realized so are irrelevant. This al-
lows for more precise control of the rewards, though it has the
drawback of being harder to extend to larger groups.

Our first approach is an agent based simulation of a varia-
tion on a classical stochastic model of evolution, the Moran
(death-birth) process60. A finite number of N individuals in-
teract to receive payoffs. At each time step, every individ-
ual has an independent probability r of dying, then being re-
placed by the offspring of another member of the population,
possibly with some mutation. The individual who gives birth
for this replacement is selected proportionally to their fitness
fi = eβπi , the exponential of their average payoff πi over all
previous interactions. Using the exponential of fitness is a
standard technique to avoid complications from negative fit-
ness. The parameter β gives the strength of selection, in this
study we mainly consider β = 1 for simplicity. Concurrently
with the replacement, individuals perform Q-learning under
Boltzmann Selection, with shared parameters T , α , and γ , to
receive rewards from the public goods game with reward func-
tion f (x). This function could be linear such as f (x) = kx,
which is most commonly considered, or contain non-linear
effects such as f (x) = b0x+b1x2. Sample trajectories of this
simulation are shown in Fig. 1. Death occurs uniformly at
random at each iteration of the classical Moran process, so on
average individuals only learn for N iterations before being
replaced. Our probabilistic modification gives agents more
time to learn, an expected 1/r iterations, since the indepen-
dent death probability means the iterations individuals learn
for follows a geometric distribution with parameter r. In-
tuitively, the replacement rate parameter r balances between
learning, when it is low, and evolution, when it is high. We can
then use this to estimate the fixation probability that a mutant
will replace the resident type. These determine the evolution-
ary trajectories under rare mutations. In particular, they can
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determine whether there will be positive or negative selection,
or other effects like attractors and repellors of the dynamics.

Complementing this agent based simulation, our second
model applies the evolutionary technique of adaptive dynam-
ics using a limiting system of differential equations61–64. This
is described more fully in the Appendix.

III. RESULTS

There is a significant effect from noise in the stochastic
model, due to randomness in the action choices, which agents
are selected to die, and which replace them. Because of this,
careful consideration must be given to the model parameters
to obtain meaningful results. In particular, if the rewards are
large relative to the discount rate and temperature, it is pos-
sible that agents will prematurely fix their strategy and not
explore sufficiently. Further, evolutionary dynamics are inher-
ently more volatile in smaller populations, so larger groups or
more trials are necessary. Controlling for these, we further
account for the effect of the other parameters in this simula-
tion by holding all others fixed before varying the parameter
of interest, repeating this process for several combinations of
the other parameters to ensure the results are robust. Figure
2 plots the average probability of contribution depending on
the learning rate and discount factor, showing a large learn-
ing rate and small discount factor are ideal in these cases.
In other games, it is possible large discount factors or low
learning rates are better. The two games shown use linear re-
ward functions f (x) = kx with k = 0.9 and 1.1 so the jumps
in reward for an additional contribution are slightly above and
below the cost of contribution of one, so learning should al-
ways favor contributing in the former case, and not contribut-
ing in the latter. Despite this, they can result in similar levels
of cooperation, as the payoff is mostly determined by the ac-
tions of the other group members given the large group size.
The combined effects of learning and evolution, given by the
temperature and replacement rate parameters, are presented in
Figure 3. Depending on the temperature, we can see positive
or neutral effects from replacement rate in a particular game.
Across the replacement rates, we can see increasing temper-
ature initially increases the contribution level, then decreases
it to 0.5 as agents purely explore. This suggests intermedi-
ate temperature values perform best, consistent with previous
findings. Consequently, even within a single game, different
effects from these forces are possible.

Our deterministic model reveals a wide range of possible
selection effects on temperature for different reward functions.
Specifically, we find examples where temperature experiences
positive and negative selection, as well as attraction to an in-
termediate value. To understand how the game influences this,
we study the direction of selection across all possible reward
functions. Specifically, while the invasion fitness is positive,
we repeatedly take mutant values slightly above resident val-
ues. This gives a sense for the most likely evolutionary tra-
jectory of the temperature. Since there are n + 1 values in
the reward function for a group of n players, we restrict to
small cases to assist with finding patterns. In particular, we

consider reward functions of the form [0, j0, j0 + j1,m] where
0 ≤ j0 ≤ m and 0 ≤ j1 ≤ m− j0. These correspond to a con-
straint where there is an upper limit m on the per individual
reward, and that the reward function is weakly increasing.
Since there are only two parameters for a fixed m, we can
plot the final temperature over the j0, j1-plane, shown in Fig-
ure 4. When m > 3 we see there is a clear separation between
regimes, selection is positive when j0 + j1 = f (2) is above a
threshold depending on m. For smaller values of m, selection
is predominantly negative. The distinction is that for m > 3,
it is possible for all jumps to be above the cost of contribu-
tion one, where contribution would always be beneficial. This
corresponds to the region j0 > 1 and j1 > 1, which does ex-
perience consistent selection on temperature. The computa-
tion of fixation probabilities generally supports these results,
though computational constraints limited further investigation
into these.

IV. DISCUSSION

Our results suggest that the relationship between learning
parameters and cooperation levels is quite sophisticated, and
warrants further study. The temperature of agents can evolve
in a variety of ways depending on the environment. This sug-
gests that combination of evolutionary algorithms with rein-
forcement learning can be used to optimize cooperation. Our
approach of computing fixations probabilities presents and
more interpretable than traditional evolutionary algorithms,
providing a broader picture of the possible evolutionary tra-
jectories that might be taken. Further, analytic approaches that
average over possible interaction can improve the efficiency of
these investigations and allow for more robust results through
reducing stochastic effects.

While a variety of reinforcement models have been pro-
posed, we focus on a the foundational Q-learning due to its
theoretical guarantees and relative analytic tractability. Our
analytic approach to studying these dynamics makes a few
strong assumptions. We replace the reward an action receives
with the average over all possible interactions, losing a large
amount of data. Consequently, agents with the same tem-
perature are expected to follow the same learning dynamics,
often contrasting simulations where they can easily diverge
based on initial actions. Future work could allow a more
complete description of the possible states of the system, ex-
tending previous mean-field approaches that characterize the
evolution of the probability distribution of strategies in the
population65–67. This would undoubtedly require a far more
sophisticated mathematical model, and complicate the anal-
ysis. Another significant factor is the lack of states in our
reinforcement learning model. This could simply be the num-
ber who cooperated in the previous round, or an average over
the last several rounds. However this is a rather inaccurate
measure of the true state, the strategies of all agents.



4

FIG. 1. Stochastic learning dynamics with symmetric temperature. These plots show the trajectories of strategies in the agent-based
simulation over time as dotted lines, with the average strategy in bold, where the rewards are [0, 0, 0, 2, 4, 6], N = 5, γ = 0, α = 0.1, r = 0,
and T = 0.5 in panel (a) and T = 1 in panel (b). By varying the temperature, a range of behaviors are possible. For low temperatures,
relative to learning rate and rewards, agents enter a self-reinforcing cycle where they choose the most beneficial action repeatedly. For large
temperatures, the strategies fail to converge. We see good alignment with the predictions of the ODE model, that strategies cluster together
when the temperatures are the same.

FIG. 2. The optimal learning parameters vary with the reward function. This plot shows the average, over 100 runs, strategy in the group
after 500 iterations where the horizontal axis is the learning rate and vertical axis is the discount factor, both between zero and one. Further,
r = 0 so there is no replacement, the temperature is T = 0.5, the population consists of five agents, and the reward function is linear f (x) = kx
with k = 0.9 on the left, and 1.1 on the right. In these cases the jumps are a constant of k, so in the first it is always slightly better to defect,
despite this agents contribute 85% of the time with a higher learning rate and low discount rate. Similarly, on the right it is always slightly
better to contribute, and a wider range of learning rates achieve a similar probability of contributing. Because of the nonzero temperature,
it is impossible to achieve perfect cooperation, a strategy of one, and the achieved values are approximately the largest possible given this
temperature and the possible rewards for each action.

V. CONCLUSION

In this work, we extended the MARL framework to allow
for reproduction, introducing evolutionary pressures between
agents. While previous studies have studied evolution on in-
dividuals with static strategies, or fixed groups with variable
strategies, our model combines these two dynamics to create

a more realistic system than either alone. By doing so, we are
able to broaden the applications of evolutionary game theory,
and bring theoretical insights into a complex learning model.
We apply evolutionary techniques to study the dynamics in the
temperature of agents, a key parameter governing their degree
of exploration. In particular, we use agent based simulations
to estimate the fixation probability of mutations in this param-
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FIG. 3. Learning and evolution can have varying effects on con-
tribution levels. By varying the learning rate T and replacement
probability r, one can tune the relative strength of learning and evo-
lution. This plots the average, plus or minus one standard error, over
20 runs of group level of contribution after 1000 iterations. These
simulation are initialized with a single temperature, with no muta-
tion in temperature, so selection is only acting on the strategies.

FIG. 4. The reward function can lead to positive or negative selec-
tion. This plot represents the most likely outcome of the evolution-
ary dynamics in the temperature parameter, starting from T = 0.05
and up to T = 1, over the space of possible reward functions for
the three player game, found through the adaptive dynamics ap-
proach described in the appendix. Letting m be the maximum re-
ward for when all individuals contribute, we can specify the function
as [0, j0, j0 + j1,m] where j0 and j1 are the jumps in reward when
an additional individual contributes, if zero or one other had already
contributed. Assuming the reward function is increasing, we have
0 ≤ j0 ≤ m and 0 ≤ j1 ≤ m− j0, so only the values in the lower tri-
angle are considered. We see there is a clear transition to larger final
temperatures when j0 + j1 exceeds a threshold depending on m, in
this case m = 10.

eters. These probabilities determine the evolutionary trajecto-
ries under the assumption of rare mutations. This assumption
also allows us to apply adaptive dynamics using a system of
ordinary differential equations to remove stochastic effects.

Through extensive simulations, we explored the intricate
relation between learning parameters and cooperation. In par-
ticular, temperature and replacement rate could have a variety
of effects depending on other parameters like the reward func-
tion determining the type of public goods game being played.
Depending on this, the temperature could evolve up or down,
or to an intermediate levels. By studying a restricted class
of these games, we conjectured a condition that determines
which type of selection the temperature will undergo.

There are multiple possible extensions of this work. Firstly,
this framework could be applied to a number of other games,
such as the Iterated Prisoners Dilemma or coordination games.
In particular, a round number of continuation probability
could be used to determine how long the group interacts for,
allow for more or less learning to occur. By restricting to sim-
pler cases, like small population sizes, we could derive further
theoretical results. For example, the Moran process we simu-
lated in model one could be explicitly represented to analyti-
cally determine the fixation probabilities. While the analytical
results are often limited to simple cases, we could extend the
simulations to capture more complicated effects, for example
by including mutation in the parameter values. We could also
consider a model where the initial strategy is also genetically
determined, which would allow a more effective comparison
between learning agents with nonzero temperature, and those
who never change their strategy. We could also investigate the
full replicator dynamics using the system of differential equa-
tions to determine finesses. This would provide a clearer pic-
ture of the dynamics between individuals with different tem-
peratures. Future study in this direction has the potential to
greatly enhance our understanding of the complex dynamics
in Multi-agent Reinforcement Learning.

Our approach expands the theoretical understanding of
combining genetic algorithms with reinforcement learning.
While evolution can and has produced remarkable solutions to
many challenging problems, some situations can be ill-suited
to this approach. Our investigation highlights the fact that
careful consideration must be given to minimize the stochas-
tic effects that can overpower selection. Such understanding
is crucial as we see a myriad of applications of reinforcement
learning. Further, these results provide initial implications for
the coordination of AI systems, which are trained to optimize
their own performance, yet must work successfully with other
individuals. As such technologies continue to develop and
connect with more aspects of our world, understanding the in-
terfaces between models of different capacities will become
increasingly important.
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Appendix

By assuming mutations are sufficiently rare, Adaptive Dy-
namics simplifies evolution to competition between two types:
the resident, and a mutant which either fixates to become
the new resident or becomes extinct before the next mu-
tant emerges. Invasion fitness is the difference in payoffs
E(m,r)−E(r,r) between the mutant trait m and resident trait
r when the mutant is initially rare, and is often used as a
proxy for the fixation probability. Indeed, if this is negative,
the mutant will experience negative selection and likely die
out. Typically adaptive dynamics also assumes small levels of
mutation to use the gradient to determine dynamics, but the
lack of a closed form for our dynamics makes this infeasi-
ble, freeing up consideration to non-local mutation, as in the
above model. Here, we assume interaction continues for long
enough for the dynamics to reach equilibrium, and remains
there long enough that the equilibrium payoff approximates
the average payoff accumulated throughout the whole interac-
tion, the quantity determining fitness in the first model. Since
mutation is rare, we assume the group of N consists of one
individual having temperature m while the others have tem-
perature r, and find the equilibrium numerically by solving
the system over a sufficiently long time range, estimated on
a case by case basis. Specifically, we use the initial condi-
tion x(0) = 1/2 since we assume the group forms without
any prior information, so each agent initially follows a uni-
formly random strategy. Essentially, this approach separates
the timescales between learning and evolution, performing se-
lection based on the equilibrium reached.

To derive our system of differential equations, we follow10

and consider stateless Q-learning with no discounting (γ = 0),
simplifying the Q-value update equation to

Qi(t +1) = Qi(t)+α[ri(t)−Qi(t)] (A.1)

where ri(t) is the average reward of choosing action i at time
t, and α and Qi(t) are as before. If actions are chosen with the
Boltzmann mechanism with temperature T , then the probabil-
ity xi of choosing action i is xi(t) =

exp(Qi(t))/T
∑i exp(Qi(t))/T . Taking the

time derivative and rearranging and scaling time by α/T , we
find

ẋi

xi
=

[
ri −∑

k
xkrk

]
−T ∑

k
xk ln

xi

xk
(A.2)

This first term corresponds to increasing the probability of
choosing an action that has an above average payoff, and the
second corresponds to the energy in a statistical-mechanical
system. In fact, this shows that some reinforcement learning
methods can be viewed as an evolutionary process within an
agent between actions. When there are just two actions, we

can summarize an agent’s strategy by a single number x, the
probability of choosing the first action. This gives the now
single equation

ẋ
x
= [r1 − (xr1 +(1− x)r2)]−T

(
x ln

x
x
+(1− x) ln

x
1− x

)
(A.3)

or equivalently

ẋ = x(1− x)
(

r1 − r2 −T ln
x

1− x

)
(A.4)

In the game we study the actions are contribution and defec-
tion, and the difference in expected payoffs is

r1 − r2 = ∑
S⊆{1,...,N−1}

[ f (|S|+1)−1− f (|S|)]∏
i∈S

xi ∏
i/∈S

(1− xi)

(A.5)
the average difference in payoffs for contribution and defec-
tion over all possible subsets S of individuals contributing,
weighted by the probability of that outcome. These dynamics
alone can exhibit a large degree of complexity, Fig. 5 depicts
the loci of equilibria over the space of possible reward func-
tion for just three players, and a given temperature. Finally,
the full system we consider has separate equations for xm and
xr, the strategies of those with the mutant and resident tem-
peratures respectively, and the xi in r1 − r2 are either xm or xr
as appropriate.
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